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Deploy 48,000 Microsoft Exchange 2010 Mailboxes with Hitachi Compute Blade 2000 and Hitachi Unified Storage 150

Reference Architecture Guide

This solution describes a Microsoft Exchange 2010 high availability and site resiliency design and deployment for 48,000 mailboxes across two data centers. The following hardware was used to configure and deploy Exchange:

- Two Hitachi Compute Blade 2000 chassis with 12 Hitachi X55A2 server blades
- Two Hitachi Unified Storage 150

Included is information for planning, recommended practices, configuration, and deployment.

This reference architecture guide is intended for you if you are a storage or administrator designing, configuring, deploying, testing, and validating a Microsoft Exchange 2010 environment. You need familiarity with the following to benefit from this document:

- Hitachi Compute Blade 2000
- Hitachi Unified Storage 100 family
- Hitachi Storage Navigator Modular 2
- Microsoft Windows Server 2008 R2
- Microsoft Exchange Server 2010

**Note**—Testing of this configuration was in a lab environment. Many things affect production environments beyond prediction or duplication in a lab environment. Follow the recommended practice of conducting proof-of-concept testing for acceptable results in a non-production, isolated test environment that otherwise matches your production environment before your production implementation of this solution.
Solution Overview

The following are the components used in this solution:

- **Hardware**
  - **Hitachi Compute Blade 2000** — 10U enterprise-class blade server platform
  - **Hitachi Unified Storage 150** — Midrange platform storage that can consolidate and manage block, file and object data on a central platform
  - **Brocade 5300 Fibre Channel Switch** — SAN connectivity to the storage network

- **Software**
  - **Hitachi Dynamic Provisioning** — Thin provisioning software that provides virtual storage capacity. It simplifies application storage provisioning by allowing administrators to draw from a central virtual pool without immediately adding physical disks.
  - **Hitachi Dynamic Link Manager Advanced** — Comprehensive path failover and failback to ensure higher data availability, reliability and accessibility. Automatic work load balancing helps to maintain outstanding system performance across all available paths.
  - **Hitachi Storage Navigator Modular 2** — Enable essential functions for the management and optimization of the storage system. It provides a web-accessible graphical management interface and a command line interface.
  - **Hitachi Virtualization Manager Navigator** — Enhanced logical partitioning usability and manageability within Hitachi Compute Blade. Manage and monitor logical partitions within a graphical user interface.
  - **Microsoft Windows Server 2008 R2** — Multi-purpose server designed to increase the reliability and flexibility of your infrastructure
  - **Microsoft Exchange Server 2010** — Enterprise email application with database high availability and site resiliency through database availability groups
Figure 1 shows the complete physical architecture using Hitachi and Brocade hardware components.
Key Solution Components

The following are the key hardware and software components used to deploy this solution.

Hitachi Compute Blade 2000

Hitachi Compute Blade 2000 is an enterprise-class blade server platform. It features the following:

- A balanced system architecture that eliminates bottlenecks in performance and throughput
- Embedded logical partition virtualization
- Configuration flexibility
- Eco-friendly power-saving capabilities
- Fast server failure recovery using a N+1 cold standby design that allows replacing failed servers within minutes

Hitachi embeds logical partitioning virtualization in the firmware of the Hitachi Compute Blade 2000 server blades. This proven, mainframe-class technology combines logical partitioning expertise from Hitachi with VT technologies from Intel to improve performance, reliability, and security. Embedded logical partition virtualization does not degrade application performance and does not require the purchase and installation of additional components.

Logical partition virtualization enables physical server resource allocation among multiple securely isolated partitions. This maximizes the efficiency and utilization of blade server hardware. Each logical partition hosts its own independent guest operating system and application environment.

Because embedded logical partitioning allocates system resources at the hardware level, the logical partitions have a performance advantage over host-emulation virtualization methods. Guest operating systems directly execute in the virtualized environment without the need for host intervention.

Individual CPU cores can be assigned to specific logical partitions for maximum security (dedicated mode) or shared between partitions for maximum utilization (shared mode).

Multiple logical partitions can access a shared storage device through a single Fibre Channel card. This reduces the number of connections required between server and storage.

The virtual network interface card (VNIC) within logical partitions allows the following without the need for physical network interface hardware:

- Share I/O resources
- Enable communication between partitions
Hitachi Unified Storage 150

Hitachi Unified Storage is a midrange storage platform for all data. It helps businesses meet their service level agreements for availability, performance, and data protection.

The performance provided by Hitachi Unified Storage is reliable, scalable, and available for block and file data. Unified Storage is simple to manage, optimized for critical business applications, and efficient.

Using Unified Storage requires a smaller capital investment. Deploy this storage, which grows to meet expanding requirements and service level agreements, for critical business applications. Simplify your operations with integrated set-up and management for a quicker time to value.

Unified Storage enables extensive cost savings through file and block consolidation. Build a cloud infrastructure at your own pace to deliver your services.

Hitachi Dynamic Provisioning

On Hitachi storage systems, Hitachi Dynamic Provisioning provides wide striping and thin provisioning functionalities.

Using Dynamic Provisioning is like using a host-based logical volume manager (LVM), but without incurring host processing overhead. It provides one or more wide-striping pools across many RAID groups. Each pool has one or more dynamic provisioning virtual volumes (DP-VOLs) of a logical size you specify of up to 60 TB created against it without allocating any physical space initially.

Deploying Dynamic Provisioning avoids the routine issue of hot spots that occur on logical devices (LDEVs). These occur within individual RAID groups when the host workload exceeds the IOPS or throughput capacity of that RAID group. Dynamic provisioning distributes the host workload across many RAID groups, which provides a smoothing effect that dramatically reduces hot spots.

When used with Hitachi Unified Storage, Hitachi Dynamic Provisioning has the benefit of thin provisioning. Physical space assignment from the pool to the dynamic provisioning volume happens as needed using 1 GB chunks, up to the logical size specified for each dynamic provisioning volume. There can be a dynamic expansion or reduction of pool capacity without disruption or downtime. You can rebalance an expanded pool across the current and newly added RAID groups for an even striping of the data and the workload.

Hitachi Dynamic Link Manager

Hitachi Dynamic Link Manager, used for SAN multipathing, has configurable load balancing policies. These policies automatically select the path having the least amount of input/output processing through all available paths. This balances the load across all available paths, which optimizes IOPS and response time.
Hitachi Storage Navigator Modular 2

Hitachi Storage Navigator Modular 2 provides essential management and optimization of storage system functions. Using Java agents, Storage Navigator Modular 2 runs on most browsers. A command line interface is available.

Use Storage Navigator Modular 2 for the following:

- RAID-level configurations
- LUN creation and expansion
- Online microcode updates and other system maintenance functions
- Performance metrics

Hitachi Virtualization Manager Navigator

Hitachi Virtualization Manager Navigator provides enhanced usability and manageability of logical partitioning. You use this software to manage and monitor logical partitions within a graphical user interface instead of through a command line interface.

Hitachi Virtualization Manager Navigator provides the following functions:

- **LPAR configuration and deployment**—Navigate initial logical partition setup and booting, create the configuration, allocate resources, and set up boot devices for each logical partition.
- **Monitoring**—Monitor CPU and NIC usage, and shortage rates, on logical partitions, and takes predefined actions based on the data collected. Monitoring includes graphical displays of performance data with e-mail alert notifications.
- **Viewer**—View logical partition configurations in a list or graphical form.
- **Migrations**—Execute logical partition migration between server blades.
- **FW Update**—Use for upgrades and updates of newer Hitachi Virtualization Manager Navigator firmware versions.
Solution Design

This reference architecture is a Microsoft Exchange high availability and site resiliency design to deploy 48,000 mailboxes across two data centers.

Each data center has the following:

- One Hitachi Compute Blade 2000 with six server blades
- One Hitachi Unified Storage 150

Each mailbox server houses 8,000 mailboxes (4,000 active and 4,000 passive) using two database copies for high availability. Exchange will continue to operate without any interruption should any of the following failures or outages occur in any of the data centers:

- Server failure
- WAN outage
- Data center outage

Table 1 lists the detailed information about the hardware components used in the Hitachi Data Systems lab to validate this reference architecture.

Table 1. Hardware Components

<table>
<thead>
<tr>
<th>Hardware</th>
<th>Detail Description</th>
<th>Firmware Version</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hitachi Unified Storage 150</td>
<td>Active/active symmetric controllers</td>
<td>0916/A-H</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2 × 4 port 8 Gb/sec Fibre Channel host I/O module</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>32 GB cache memory</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hitachi DBL Disk Box</td>
<td>LFF (3.5 inch) DBL disk boxes to support 552 SAS 2 TB 7.2k RPM disks</td>
<td>N/A</td>
<td>46</td>
</tr>
<tr>
<td>Hitachi Compute Blade 2000 chassis</td>
<td>2 management modules</td>
<td>A0195-C-6443</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2 × 1Gb/sec LAN switch modules</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8 cooling fan modules</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 power supply modules</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2 lists the software components used in the Hitachi Data Systems lab.

<table>
<thead>
<tr>
<th>Software</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hitachi Storage Navigator Modular 2</td>
<td>21.6</td>
</tr>
<tr>
<td>Hitachi Dynamic Link Manager</td>
<td>7.2</td>
</tr>
<tr>
<td>Hitachi Dynamic Provisioning</td>
<td>Microcode Dependent</td>
</tr>
<tr>
<td>Hitachi Virtualization Manager Navigator OS</td>
<td>58.82.00.00</td>
</tr>
<tr>
<td>Hitachi Virtualization Manager Navigator</td>
<td>V02-03 (2.3.0.13)</td>
</tr>
<tr>
<td>Microsoft Windows Server</td>
<td>2008 R2 SP1</td>
</tr>
<tr>
<td>Microsoft Exchange Server</td>
<td>2010 SP2</td>
</tr>
</tbody>
</table>
Hitachi Compute Blade 2000 Chassis and Server Blade Configuration

This reference architecture uses the following per chassis:

- Six X55A2 server blades
- Two 1 Gb/sec LAN switch modules
- Six Hitachi dual port 8Gb/sec PCIe HBA cards

Each blade has two onboard NICs. They are connected to LAN switch modules 0 and 1.

To run logical partitions, Hitachi HBAs are required. Each blade is partitioned to run two logical partitions with Hitachi Virtualization Manager Navigator mode enabled at the server blade level.

Figure 2 shows the front and back view of Hitachi Compute Blade 2000.
Processor Design

The mailbox, client access, and hub transport roles are the three most important roles in Microsoft Exchange 2010. Under sizing these roles has a dramatic performance effect on the server as well as the users. The mailbox processor design ratio is usually 1:1 with the client access and hub transport roles. The mailbox server, client access, and hub transport is configured for 6-core.

Processor design is based on the following factors:

- Number of mailboxes
- Whether the server will host active and passive database copies
- Number of database copies

A passive database copy requires CPU resources to perform the following tasks:

- Check or validate replicated logs
- Replay replicated logs into the database
- Maintain the content index associated with the database copy

Table 3 has guidelines from Microsoft to estimate how many CPU megacycles are needed for each mailbox database. For this solution, the row describing the profile of 100 messages per day was used.

Table 3. Per mailbox database cache, IOPS, and CPU estimates based on user profile and message activity (Microsoft Corporation 2011)

<table>
<thead>
<tr>
<th>Total Messages Sent or Received per Mailbox per Day</th>
<th>Database Cache per Mailbox (MB)</th>
<th>Standalone Estimated IOPS per Mailbox</th>
<th>Mailbox Resiliency Estimated IOPS per Mailbox</th>
<th>Megacycles for Active or Standalone Mailbox</th>
<th>Megacycles for Passive Mailbox</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>3</td>
<td>0.06</td>
<td>0.05</td>
<td>1</td>
<td>0.15</td>
</tr>
<tr>
<td>100</td>
<td>6</td>
<td><strong>0.12</strong></td>
<td><strong>0.10</strong></td>
<td>2</td>
<td><strong>0.30</strong></td>
</tr>
<tr>
<td>150</td>
<td>9</td>
<td>0.18</td>
<td>0.15</td>
<td>3</td>
<td>0.45</td>
</tr>
<tr>
<td>200</td>
<td>12</td>
<td>0.24</td>
<td>0.20</td>
<td>4</td>
<td>0.60</td>
</tr>
<tr>
<td>250</td>
<td>15</td>
<td>0.30</td>
<td>0.25</td>
<td>5</td>
<td>0.75</td>
</tr>
<tr>
<td>300</td>
<td>18</td>
<td>0.36</td>
<td>0.30</td>
<td>6</td>
<td>0.90</td>
</tr>
<tr>
<td>350</td>
<td>21</td>
<td>0.42</td>
<td>0.35</td>
<td>7</td>
<td>1.05</td>
</tr>
<tr>
<td>400</td>
<td>24</td>
<td>0.48</td>
<td>0.40</td>
<td>8</td>
<td>1.20</td>
</tr>
<tr>
<td>450</td>
<td>27</td>
<td>0.54</td>
<td>0.45</td>
<td>9</td>
<td>1.35</td>
</tr>
<tr>
<td>500</td>
<td>30</td>
<td>0.60</td>
<td>0.50</td>
<td>10</td>
<td>1.50</td>
</tr>
</tbody>
</table>

For more information about processor planning, see the Microsoft TechNet article “Mailbox Server Processor Capacity Planning.”
Physical Memory Design

Optimum memory sizing for the Exchange mailbox server is critical to reduce the I/O workload presented by the server to the storage platform. Increasing the amount of memory on the mailbox server results in fewer I/Os to the storage system.

This reference architecture supports 48,000 mailboxes which send and receive 100 messages per day. Based on the information in Table 3 on page 10, the mailbox resiliency estimated IOPS per mailbox is 0.10. With a 20 percent overhead, there is a total standalone estimate of 0.12 IOPS per mailbox with 6 MB for the database cache per mailbox.

The database cache size is 48 GB.

Total Database Cache = (Number of Mailboxes) × \( \frac{\text{Database Cache}}{\text{Mailbox}} \)

Total Database Cache = (48,000 Mailboxes) × \( \frac{6 \text{ MB}}{\text{Mailbox}} \)

Total Database Cache = 48 GB

After determining the database cache size of 48 GB, Table 4 gives the server physical memory size as 64 GB, based on the mailbox count and user profile, taking a failover into account.

**Table 4. Default Mailbox Database Cache Sizes (Microsoft Corporation 2011)**

<table>
<thead>
<tr>
<th>Server Physical Memory</th>
<th>Database Cache Size</th>
<th>Database Cache Size: Multiple-role (For Example, Mailbox + Hub Transport)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 GB</td>
<td>512 MB</td>
<td>Not supported</td>
</tr>
<tr>
<td>4 GB</td>
<td>1 GB</td>
<td>Not supported</td>
</tr>
<tr>
<td>8 GB</td>
<td>3.6 GB</td>
<td>2 GB</td>
</tr>
<tr>
<td>16 GB</td>
<td>10.4 GB</td>
<td>8 GB</td>
</tr>
<tr>
<td>24 GB</td>
<td>17.6 GB</td>
<td>14 GB</td>
</tr>
<tr>
<td>32 GB</td>
<td>24.4 GB</td>
<td>20 GB</td>
</tr>
<tr>
<td>48 GB</td>
<td>39.2 GB</td>
<td>32 GB</td>
</tr>
<tr>
<td>64 GB</td>
<td>53.6 GB</td>
<td>44 GB</td>
</tr>
<tr>
<td>96 GB</td>
<td>82.4 GB</td>
<td>68 GB</td>
</tr>
<tr>
<td>128 GB</td>
<td>111.2 GB</td>
<td>92 GB</td>
</tr>
</tbody>
</table>

For more information about database cache planning, see the Microsoft TechNet article "Understanding the Mailbox Database Cache."
This reference architecture uses this logical partition configuration on each server blade:

- **Mailbox server**—LPAR 1
- **Client access server and hub transport server**—LPAR 2

The primary reasons for this configuration are the following:

- Minimize the number of servers to be managed
- Optimize performance for planned or unplanned failover scenarios

Table 5 shows the server blade configuration in detail. The host names are the names used in the Hitachi Data System laboratory.

<table>
<thead>
<tr>
<th>Chassis</th>
<th>Blade</th>
<th>LPAR</th>
<th>Host Name</th>
<th>Role</th>
<th>vCPU</th>
<th>Memory (GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Blade 2</td>
<td>LPAR 1</td>
<td>BS-MBX1</td>
<td>Mailbox server</td>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPAR 2</td>
<td>BS-CASHT1</td>
<td>Client access and hub transport server</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>2</td>
<td>Blade 3</td>
<td>LPAR 1</td>
<td>BS-MBX2</td>
<td>Mailbox server</td>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPAR 2</td>
<td>BS-CASHT2</td>
<td>Client access and hub transport server</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>3</td>
<td>Blade 4</td>
<td>LPAR 1</td>
<td>BS-MBX3</td>
<td>Mailbox server</td>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPAR 2</td>
<td>BS-CASHT3</td>
<td>Client access and hub transport server</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>Blade 5</td>
<td>LPAR 1</td>
<td>BS-MBX4</td>
<td>Mailbox server</td>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPAR 2</td>
<td>BS-CASHT4</td>
<td>Client access and hub transport server</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>Blade 6</td>
<td>LPAR 1</td>
<td>BS-MBX5</td>
<td>Mailbox server</td>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPAR 2</td>
<td>BS-CASHT5</td>
<td>Client access and hub transport server</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>6</td>
<td>Blade 7</td>
<td>LPAR 1</td>
<td>BS-MBX6</td>
<td>Mailbox server</td>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPAR 2</td>
<td>BS-CASHT6</td>
<td>Client access and hub transport server</td>
<td>6</td>
<td>12</td>
</tr>
</tbody>
</table>
### Active Directory Design

In this multiple data center design, place two Active Directory domain controllers with DNS and global catalog installed in each site for redundancy. Do not span Active Directory across the WAN link, as this increases bandwidth and latency. Add the primary and secondary data center TCP/IP subnets to Active Directory Sites and Services for replication and authentication.

For more information about Active Directory, see Microsoft’s TechNet article "Active Directory Services."

### Client Access Load Balancing Design

In a multiple data center design, use a hardware load balancer to properly configured all the client access servers to point to a single virtual IP (VIP) address and a fully qualified domain name (FQDN). This does the following for the client access servers:

- Provides redundancy
- Increases performance

---

**Table 5. Hitachi Compute Blade 2000 Configuration (Continued)**

<table>
<thead>
<tr>
<th>Chassis</th>
<th>Blade</th>
<th>LPAR</th>
<th>Host Name</th>
<th>Role</th>
<th>vCPU</th>
<th>Memory (GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Blade 2</td>
<td>LPAR 1</td>
<td>BS-MBX7</td>
<td>Mailbox server</td>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPAR 2</td>
<td>BS-CASHT7</td>
<td>Client access and hub transport server</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>3</td>
<td>Blade 3</td>
<td>LPAR 1</td>
<td>BS-MBX8</td>
<td>Mailbox server</td>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPAR 2</td>
<td>BS-CASHT8</td>
<td>Client access and hub transport server</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>Blade 4</td>
<td>LPAR 1</td>
<td>BS-MBX9</td>
<td>Mailbox server</td>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPAR 2</td>
<td>BS-CASHT9</td>
<td>Client access and hub transport server</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>Blade 5</td>
<td>LPAR 1</td>
<td>BS-MBX10</td>
<td>Mailbox server</td>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPAR 2</td>
<td>BS-CASHT10</td>
<td>Client access and hub transport server</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>6</td>
<td>Blade 6</td>
<td>LPAR 1</td>
<td>BS-MBX11</td>
<td>Mailbox server</td>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPAR 2</td>
<td>BS-CASHT11</td>
<td>Client access and hub transport server</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>7</td>
<td>Blade 7</td>
<td>LPAR 1</td>
<td>BS-MBX12</td>
<td>Mailbox server</td>
<td>6</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPAR 2</td>
<td>BS-CASHT12</td>
<td>Client access and hub transport server</td>
<td>6</td>
<td>12</td>
</tr>
</tbody>
</table>
Client Access Namespace Design

Namespace design is an important topic when deploying Microsoft Exchange with multiple data centers. Each data center in a site-resilient architecture is considered to be active to ensure successful switchovers between data centers. Use a split DNS model where the same namespace is used in primary and secondary data centers.

For more information about understanding client access namespace, see Microsoft's TechNet article "Understanding Client Access Server Namespaces."

Database Distribution Design

This reference architecture defines a database distribution design for 36 databases to support 48,000 mailboxes on 12 mailbox servers. The DAG configuration stretches across the WAN to support both data centers.

When it comes to using a DAG stretched between two data centers, pre-configure an alternate witness server for redundancy. If a data center fails, the other witness server takes control and handles all 48,000 users.

Table 6 shows the database distribution design detail.

Table 6. Database Distribution Design

<table>
<thead>
<tr>
<th>Database</th>
<th>Primary Data Center</th>
<th>Secondary Data Center</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-3</td>
<td>Active</td>
<td>Pass</td>
</tr>
<tr>
<td>4-6</td>
<td>Active</td>
<td>Passive</td>
</tr>
<tr>
<td>7-9</td>
<td>Active</td>
<td>Passive</td>
</tr>
<tr>
<td>10-12</td>
<td>Active</td>
<td>Passive</td>
</tr>
<tr>
<td>13-15</td>
<td>Active</td>
<td>Passive</td>
</tr>
</tbody>
</table>
Table 6. Database Distribution Design (Continued)

<table>
<thead>
<tr>
<th>Database</th>
<th>Primary Data Center</th>
<th>Secondary Data Center</th>
</tr>
</thead>
<tbody>
<tr>
<td>16-18</td>
<td>Passive</td>
<td>Passive</td>
</tr>
<tr>
<td>19-21</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>22-24</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>25-27</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>28-30</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>31-33</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>34-36</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>mbx1</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>mbx2</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>mbx3</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>mbx4</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>mbx5</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>mbx6</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>mbx7</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>mbx8</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>mbx9</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>mbx10</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>mbx11</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>mbx12</td>
<td>Passive</td>
<td>Active</td>
</tr>
</tbody>
</table>
Storage Area Network Architecture

The storage area network configuration uses two Brocade 8 Gb/sec Fibre Channel switches and dual-port host bus adapters.

For redundancy, this reference architecture uses storage Port 0A, Port 1A, Port 0B, Port 1B, Port 0C, Port 1C, Port 0D, and Port 1D.

Figure 3 shows the physical SAN architecture detail.
Network Architecture

The local area network configuration uses the following for redundancy and performance reasons:

- Two 1 Gb/sec LAN switch modules per chassis
- Two 1 Gb/sec VNICs per LPAR

This enables the Microsoft Exchange mailbox servers to distinguish between a server failure and a network failure on these networks.

- **MAPI network**—Used for communication between Exchange servers and client access
- **Replication network**—Used for log shipping and seeding

Figure 4 shows the network configuration for the LAN switch modules 0/1 on each Hitachi Compute Blade 2000. Each logical partition has the following mapping:

- Network adapter 0 is mapped to switch module 0
- Network adapter 1 is mapped to switch module 1

All eight network switch ports are configured as link aggregation control protocol (LACP) for maximum performance and redundancy. For performance enhancement and security, the MAPI and replication networks are isolated using different VLANs.

![Figure 4](image-url)
Storage Architecture

Sizing and configuring storage for use with Microsoft Exchange 2010 can be complicated. The design is driven by many factors, including I/O and capacity requirements. This information tells you what factors to consider when designing your storage infrastructure as well as how to size it appropriately.

Determine I/O Requirements (I/O Profile)

When designing the storage architecture for Microsoft Exchange 2010, always start by calculating the I/O requirements. Another name for this step is to determine the I/O profile.

You must determine how many IOPS each mailbox needs. Microsoft has guidelines and tools available to help you determine the number of IOPS.

Use the following two factors to estimate the I/O profile:

- How many messages a user sends and receives per day
- The amount of database cache available to the mailbox

Extensible Storage Engine from Microsoft uses the database cache to reduce the number of I/O operations. Generally, having a larger cache means there are fewer I/O operations for the storage system.

Table 7 has the guidelines from Microsoft for IOPS per mailbox. The row used in this reference architecture is the one for 100 messages sent/received per day.

Table 7. Estimated IOPS per Mailbox Based on Message Activity and Mailbox Database Cache (Microsoft Corporation 2011)

<table>
<thead>
<tr>
<th>Messages Sent/Received per Mailbox per Day (~75 KB Average Message Size)</th>
<th>Database Cache per User (MB)</th>
<th>Single Database Copy (Stand-alone): Estimated IOPS per Mailbox</th>
<th>Multiple Database Copies (Mailbox Resiliency): Estimated IOPS per Mailbox</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>3</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td><strong>100</strong></td>
<td><strong>6</strong></td>
<td><strong>0.12</strong></td>
<td><strong>0.10</strong></td>
</tr>
<tr>
<td>150</td>
<td>9</td>
<td>0.18</td>
<td>0.15</td>
</tr>
<tr>
<td>200</td>
<td>12</td>
<td>0.24</td>
<td>0.20</td>
</tr>
<tr>
<td>250</td>
<td>15</td>
<td>0.30</td>
<td>0.25</td>
</tr>
<tr>
<td>300</td>
<td>18</td>
<td>0.36</td>
<td>0.30</td>
</tr>
<tr>
<td>350</td>
<td>21</td>
<td>0.42</td>
<td>0.35</td>
</tr>
<tr>
<td>400</td>
<td>24</td>
<td>0.48</td>
<td>0.40</td>
</tr>
<tr>
<td>450</td>
<td>27</td>
<td>0.54</td>
<td>0.45</td>
</tr>
<tr>
<td>500</td>
<td>30</td>
<td>0.60</td>
<td>0.50</td>
</tr>
</tbody>
</table>
For this reference architecture, using an I/O profile of 100 messages a day with multiple database copies means planning for 0.10 IOPS per mailbox. To make sure that the architecture can provide sufficient overhead for periods of extremely high workload, Hitachi Data Systems recommends adding 20 percent overhead for production scenarios, for a total of 0.12 IOPS.

To calculate the total number of host IOPS for an Exchange environment, use the following formula:

\[
\text{Total Required IOPS} = \text{Number of Mailboxes} \times \frac{\text{Estimated IOPS}}{\text{Mailbox}}
\]

This calculation provides the number of application IOPS required by the host to service the environment. For example, for this reference architecture:

\[
5760 \text{ Required IOPS} = 48,000 \text{ Mailboxes} \times \frac{0.12 \text{ IOPS}}{\text{Mailbox}}
\]

For more information about IOPS planning, see the Microsoft TechNet article "Understanding Database and Log Performance Factors."

**Determine Capacity Requirements**

In addition to the requirement for mailbox quota capacity, you must consider the following:

- **The amount of likely white space in the database**
  
  The database always has free pages (white space) throughout it. During online maintenance, the deletion of items marked for removal frees those pages.
  
  Estimate the amount of white space in the database by knowing the number of megabytes of mail sent and received by the users with mailboxes in the database.

- **The size of the database dumpster**
  
  Each database has a dumpster that stores items deleted from a user’s mailbox. By default, these items are stored for 14 days (Exception: calendar items are stored for 120 days).

  In addition to the dumpster, Exchange Server 2010 includes single item recovery, which prevents the purging of data before the deleted item retention window has passed. While normally it is not available, when it is available you must consider its effect when determining capacity requirements, as single item recovery increases the size of the mailbox.

- **Capacity of content indexing**

  Allow capacity for content indexing, which performs a search of email items.

  This contributes an additional overhead of about 10 percent to the total database size.
- **Deploy lagged copies**
  
  If you plan to deploy lagged copies, determine the capacity for the database copy and the logs.
  
  This feature provides a delay for when logs are played in the lagged database copies. This delay can protect against replicating undesirable content to all database copies.
  
- **Transaction logs generated per day**
  
  Each transaction log file in Exchange 2010 is 1 MB in size. As the message size increases, the number of log files generated per day grows. The message size and I/O profile (based on the number of messages per mailbox per day) can help estimate how many transaction logs are generated per day.
  
  The transaction log files maintain a record of every transaction and operation performed by the Exchange 2010 database engine. Transactions are written to the log first, and then written to the database.
  
  Table 8 has the guidelines from Microsoft for estimating the number of transaction logs generated per mailbox profile. This reference architecture uses the 100 message profile row.

<table>
<thead>
<tr>
<th>Message Profile (75 KB Average Message Size)</th>
<th>Number of Transaction Logs Generated per Day</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>10</td>
</tr>
<tr>
<td><strong>100</strong></td>
<td><strong>20</strong></td>
</tr>
<tr>
<td>150</td>
<td>30</td>
</tr>
<tr>
<td>200</td>
<td>40</td>
</tr>
<tr>
<td>250</td>
<td>50</td>
</tr>
<tr>
<td>300</td>
<td>60</td>
</tr>
<tr>
<td>350</td>
<td>70</td>
</tr>
<tr>
<td>400</td>
<td>80</td>
</tr>
<tr>
<td>450</td>
<td>90</td>
</tr>
<tr>
<td>500</td>
<td>100</td>
</tr>
</tbody>
</table>

For more information about logs planning, see the Microsoft TechNet article "Understanding Mailbox Database and Log Capacity Factors."

**Design the Dynamic Provisioning Pool and RAID Group**

To satisfy 48,000 mailboxes needing a 1 GB mailbox size and an I/O profile of 0.12 IOPS, this reference architecture uses 2 TB SAS drives in a RAID-10 (2D+2D) configuration.
RAID-10 is the preferred RAID configuration for Microsoft Exchange for the following reasons:

- It offers the best in performance and reliability.
- It can sustain double drive failure without affecting the data.

The following describes the provisioning of the dynamic provisioning pools:

- One dynamic provisioning pool with four drives for the SAN OS boot
- Two dynamic provisioning pools with 120 drives each for the active and passive databases
- Two dynamic provisioning pools with 16 drives each for the active and passive logs

Table 9 lists the detailed configuration for the dynamic provisioning pools for this reference architecture.

### Table 9. Dynamic Provisioning Pool and RAID Group Design

<table>
<thead>
<tr>
<th>Site</th>
<th>Dynamic Provisioning Pool</th>
<th>Number of RAID Groups</th>
<th>Number of Drives</th>
<th>Usable Pool Capacity (TB)</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary Data Center</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>3.5</td>
<td>SAN OS Boot</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>30</td>
<td>120</td>
<td>106.6</td>
<td>Database (active)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>30</td>
<td>120</td>
<td>106.6</td>
<td>Database (passive)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4</td>
<td>16</td>
<td>14</td>
<td>Log (active)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>4</td>
<td>16</td>
<td>14</td>
<td>Log (passive)</td>
</tr>
<tr>
<td>Secondary Data Center</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>3.5</td>
<td>SAN OS Boot</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>30</td>
<td>120</td>
<td>106.6</td>
<td>Database (active)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>30</td>
<td>120</td>
<td>106.6</td>
<td>Database (passive)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4</td>
<td>16</td>
<td>14</td>
<td>Log (active)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>4</td>
<td>16</td>
<td>14</td>
<td>Log (passive)</td>
</tr>
</tbody>
</table>

**Volume Design**

Based on the I/O and capacity requirements, and adding the recommended 20 percent overhead, this reference architecture uses the following volume sizes:

- 2000 GB for the databases
- 200 GB for the logs

When creating the volumes, isolate the database and log on different volumes for better performance. The log volume is 10% of the total database volume.

Table 10 shows the detailed volumes configuration used in this solution.
<table>
<thead>
<tr>
<th>Site</th>
<th>Host</th>
<th>DP Pool</th>
<th>Volume</th>
<th>Size</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary Data Center</td>
<td>MBX1</td>
<td>0</td>
<td>2</td>
<td>200</td>
<td>SAN OS Boot</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>21</td>
<td>2000</td>
<td>DB1 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>22</td>
<td>2000</td>
<td>DB2 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>23</td>
<td>2000</td>
<td>DB3 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>24</td>
<td>2000</td>
<td>DB34 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>25</td>
<td>2000</td>
<td>DB35 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>26</td>
<td>2000</td>
<td>DB36 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>27</td>
<td>200</td>
<td>LOG1 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>28</td>
<td>200</td>
<td>LOG2 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>29</td>
<td>200</td>
<td>LOG3 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>30</td>
<td>200</td>
<td>LOG34 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>31</td>
<td>200</td>
<td>LOG35 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>32</td>
<td>200</td>
<td>LOG36 (passive)</td>
</tr>
<tr>
<td></td>
<td>MBX2</td>
<td>0</td>
<td>2</td>
<td>200</td>
<td>SAN OS Boot</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>45</td>
<td>2000</td>
<td>DB4 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>46</td>
<td>2000</td>
<td>DB5 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>47</td>
<td>2000</td>
<td>DB6 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>48</td>
<td>2000</td>
<td>DB31 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>49</td>
<td>2000</td>
<td>DB32 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>50</td>
<td>2000</td>
<td>DB33 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>51</td>
<td>200</td>
<td>LOG4 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>52</td>
<td>200</td>
<td>LOG5 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>53</td>
<td>200</td>
<td>LOG6 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>54</td>
<td>200</td>
<td>LOG31 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>55</td>
<td>200</td>
<td>LOG32 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>56</td>
<td>200</td>
<td>LOG33 (passive)</td>
</tr>
<tr>
<td>Site</td>
<td>Host</td>
<td>DP Pool</td>
<td>Volume</td>
<td>Size</td>
<td>Purpose</td>
</tr>
<tr>
<td>---------------------------</td>
<td>------</td>
<td>---------</td>
<td>--------</td>
<td>------</td>
<td>---------------</td>
</tr>
<tr>
<td>Primary Data Center (continued)</td>
<td>MBX3</td>
<td>0</td>
<td>3</td>
<td>200</td>
<td>SAN OS Boot</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>69</td>
<td>2000</td>
<td>DB7 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>70</td>
<td>2000</td>
<td>DB8 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>71</td>
<td>2000</td>
<td>DB9 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>72</td>
<td>2000</td>
<td>DB28 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>73</td>
<td>2000</td>
<td>DB29 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>74</td>
<td>2000</td>
<td>DB30 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>75</td>
<td>200</td>
<td>LOG7 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>76</td>
<td>200</td>
<td>LOG8 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>77</td>
<td>200</td>
<td>LOG9 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>78</td>
<td>200</td>
<td>LOG28 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>79</td>
<td>200</td>
<td>LOG29 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>80</td>
<td>200</td>
<td>LOG30 (passive)</td>
</tr>
<tr>
<td></td>
<td>MBX4</td>
<td>0</td>
<td>4</td>
<td>200</td>
<td>SAN OS Boot</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>93</td>
<td>2000</td>
<td>DB10 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>94</td>
<td>2000</td>
<td>DB11 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>95</td>
<td>2000</td>
<td>DB12 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>96</td>
<td>2000</td>
<td>DB22 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>97</td>
<td>2000</td>
<td>DB23 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>98</td>
<td>2000</td>
<td>DB24 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>99</td>
<td>200</td>
<td>LOG10 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>100</td>
<td>200</td>
<td>LOG11 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>101</td>
<td>200</td>
<td>LOG12 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>102</td>
<td>200</td>
<td>LOG22 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>103</td>
<td>200</td>
<td>LOG23 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>104</td>
<td>200</td>
<td>LOG24 (passive)</td>
</tr>
</tbody>
</table>
Table 10. Volume Design (Continued)

<table>
<thead>
<tr>
<th>Site</th>
<th>Host</th>
<th>DP Pool</th>
<th>Volume</th>
<th>Size</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary Data</td>
<td>MBX5</td>
<td>0</td>
<td>5</td>
<td>200</td>
<td>SAN OS Boot</td>
</tr>
<tr>
<td>Center (continued)</td>
<td></td>
<td>1</td>
<td>117</td>
<td>2000</td>
<td>DB13 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>118</td>
<td>2000</td>
<td>DB14 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>119</td>
<td>2000</td>
<td>DB15 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>120</td>
<td>2000</td>
<td>DB25 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>121</td>
<td>2000</td>
<td>DB26 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>122</td>
<td>2000</td>
<td>DB27 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>123</td>
<td>200</td>
<td>LOG13 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>124</td>
<td>200</td>
<td>LOG14 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>125</td>
<td>200</td>
<td>LOG15 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>126</td>
<td>200</td>
<td>LOG25 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>127</td>
<td>200</td>
<td>LOG26 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>128</td>
<td>200</td>
<td>LOG27 (passive)</td>
</tr>
</tbody>
</table>

<p>| MBX6                  |      | 0       | 6      | 200  | SAN OS Boot          |
|                       |      | 1       | 141    | 2000 | DB16 (active)        |
|                       |      |         | 142    | 2000 | DB17 (active)        |
|                       |      |         | 143    | 2000 | DB18 (active)        |
|                       |      | 2       | 144    | 2000 | DB19 (passive)       |
|                       |      |         | 145    | 2000 | DB20 (passive)       |
|                       |      |         | 146    | 2000 | DB21 (passive)       |
|                       |      | 3       | 147    | 200  | LOG16 (active)       |
|                       |      |         | 148    | 200  | LOG17 (active)       |
|                       |      |         | 149    | 200  | LOG18 (active)       |
|                       |      | 4       | 150    | 200  | LOG19 (passive)      |
|                       |      |         | 151    | 200  | LOG20 (passive)      |
|                       |      |         | 152    | 200  | LOG21 (passive)      |</p>
<table>
<thead>
<tr>
<th>Site</th>
<th>Host</th>
<th>DP Pool</th>
<th>Volume</th>
<th>Size</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Secondary Data</td>
<td>MBX7</td>
<td>2</td>
<td>200</td>
<td></td>
<td>SAN OS Boot</td>
</tr>
<tr>
<td>Center</td>
<td></td>
<td>1</td>
<td>21</td>
<td>2000</td>
<td>DB19 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>22</td>
<td>2000</td>
<td>DB20 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>23</td>
<td>2000</td>
<td>DB21 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>24</td>
<td>2000</td>
<td>DB16 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>25</td>
<td>2000</td>
<td>DB17 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>26</td>
<td>2000</td>
<td>DB18 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>27</td>
<td>200</td>
<td>LOG19 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>28</td>
<td>200</td>
<td>LOG20 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>29</td>
<td>200</td>
<td>LOG21 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>30</td>
<td>200</td>
<td>LOG16 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>31</td>
<td>200</td>
<td>LOG17 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>32</td>
<td>200</td>
<td>LOG18 (passive)</td>
</tr>
<tr>
<td></td>
<td>MBX8</td>
<td>0</td>
<td>2</td>
<td>200</td>
<td>SAN OS Boot</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>45</td>
<td>2000</td>
<td>DB22 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>46</td>
<td>2000</td>
<td>DB23 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>47</td>
<td>2000</td>
<td>DB24 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>48</td>
<td>2000</td>
<td>DB31 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>49</td>
<td>2000</td>
<td>DB32 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>50</td>
<td>2000</td>
<td>DB33 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>51</td>
<td>200</td>
<td>LOG4 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>52</td>
<td>200</td>
<td>LOG5 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>53</td>
<td>200</td>
<td>LOG6 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>54</td>
<td>200</td>
<td>LOG31 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>55</td>
<td>200</td>
<td>LOG32 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>56</td>
<td>200</td>
<td>LOG33 (passive)</td>
</tr>
<tr>
<td>Site</td>
<td>Host</td>
<td>DP Pool</td>
<td>Volume</td>
<td>Size</td>
<td>Purpose</td>
</tr>
<tr>
<td>----------------------</td>
<td>------</td>
<td>---------</td>
<td>--------</td>
<td>------</td>
<td>--------------------</td>
</tr>
<tr>
<td>Secondary Data Center (continued)</td>
<td>MBX9</td>
<td>0</td>
<td>3</td>
<td>200</td>
<td>SAN OS Boot</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>69</td>
<td>2000</td>
<td>DB7 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>70</td>
<td>2000</td>
<td>DB8 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>71</td>
<td>2000</td>
<td>DB9 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>72</td>
<td>2000</td>
<td>DB28 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>73</td>
<td>2000</td>
<td>DB29 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>74</td>
<td>2000</td>
<td>DB30 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>75</td>
<td>200</td>
<td>LOG7 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>76</td>
<td>200</td>
<td>LOG8 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>77</td>
<td>200</td>
<td>LOG9 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>78</td>
<td>200</td>
<td>LOG28 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>79</td>
<td>200</td>
<td>LOG29 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>80</td>
<td>200</td>
<td>LOG30 (passive)</td>
</tr>
<tr>
<td>MBX10</td>
<td></td>
<td>0</td>
<td>4</td>
<td>200</td>
<td>SAN OS Boot</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>93</td>
<td>2000</td>
<td>DB10 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>94</td>
<td>2000</td>
<td>DB11 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>95</td>
<td>2000</td>
<td>DB12 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>96</td>
<td>2000</td>
<td>DB22 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>97</td>
<td>2000</td>
<td>DB23 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>98</td>
<td>2000</td>
<td>DB24 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>99</td>
<td>200</td>
<td>LOG10 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>100</td>
<td>200</td>
<td>LOG11 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>101</td>
<td>200</td>
<td>LOG12 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>102</td>
<td>200</td>
<td>LOG22 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>103</td>
<td>200</td>
<td>LOG23 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>104</td>
<td>200</td>
<td>LOG24 (passive)</td>
</tr>
<tr>
<td>Site</td>
<td>Host</td>
<td>DP Pool</td>
<td>Volume</td>
<td>Size</td>
<td>Purpose</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>---------</td>
<td>--------</td>
<td>------</td>
<td>-------------</td>
</tr>
<tr>
<td>Secondary Data Center (continued)</td>
<td>MBX11</td>
<td>0</td>
<td>5</td>
<td>200</td>
<td>SAN OS Boot</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>117</td>
<td>2000</td>
<td>DB13 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>118</td>
<td>2000</td>
<td>DB14 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>119</td>
<td>2000</td>
<td>DB15 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>120</td>
<td>2000</td>
<td>DB25 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>121</td>
<td>2000</td>
<td>DB26 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>122</td>
<td>2000</td>
<td>DB27 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>123</td>
<td>200</td>
<td>LOG13 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>124</td>
<td>200</td>
<td>LOG14 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>125</td>
<td>200</td>
<td>LOG15 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>126</td>
<td>200</td>
<td>LOG25 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>127</td>
<td>200</td>
<td>LOG26 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>128</td>
<td>200</td>
<td>LOG27 (passive)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Site</th>
<th>Host</th>
<th>DP Pool</th>
<th>Volume</th>
<th>Size</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBX12</td>
<td>0</td>
<td>6</td>
<td>200</td>
<td></td>
<td>SAN OS Boot</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>141</td>
<td>2000</td>
<td></td>
<td>DB16 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>142</td>
<td>2000</td>
<td></td>
<td>DB17 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>143</td>
<td>2000</td>
<td></td>
<td>DB18 (active)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>144</td>
<td>2000</td>
<td></td>
<td>DB19 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>145</td>
<td>2000</td>
<td></td>
<td>DB20 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>146</td>
<td>2000</td>
<td></td>
<td>DB21 (passive)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>147</td>
<td>200</td>
<td></td>
<td>LOG16 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>148</td>
<td>200</td>
<td></td>
<td>LOG17 (active)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>149</td>
<td>200</td>
<td></td>
<td>LOG18 (active)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>150</td>
<td>200</td>
<td></td>
<td>LOG19 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>151</td>
<td>200</td>
<td></td>
<td>LOG20 (passive)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>152</td>
<td>200</td>
<td></td>
<td>LOG21 (passive)</td>
</tr>
</tbody>
</table>
Engineering Validation

This is the description of the test tools and test methodology used for validating the Microsoft Exchange environment documented in this reference architecture guide.

A standalone server was deployed as a Microsoft Hyper-V server with the following virtual machine roles:

- **Active Directory**—2 virtual machines
- **Hitachi Storage Navigator Modular 2 and Hitachi Virtualization Manager Navigator**—One virtual machine to manage the storage and servers
- **Microsoft Exchange databases for Exchange Load Generator testing**—20 virtual machines.

Test Methodology

This methodology was used to validate the architecture in the Hitachi Data System laboratory.

**Verify Achieved IOPS Meet Target IOPS**

The purpose of Microsoft Exchange Server Jetstress 2010 is to prove the performance and stability of a disk subsystem prior to putting an Exchange 2010 server into production. The program verifies disk performance by simulating Exchange database and log file I/O loads. You use Performance Monitor, Event Viewer, and Exchange Server Database Utilities with Jetstress 2010 to see that the storage system meets or exceeds the performance criteria.

Jetstress generates I/O based on the IOPS per mailbox user profile, as estimated by Microsoft.

These are the two testing objectives:

- The first objective tested the **disk subsystem performance** using a worst-case scenario.
- The second objective tested the **Exchange mailbox profile** using a worst-case scenario.

During testing for both objectives, 8,000 mailboxes ran simultaneously on each of the 12 mailbox servers for eight hours. Each server configuration used six databases and two database copies. This is the Microsoft recommended test method for a worst-case scenario. The testing goal was to verify that the achieved IOPS met or exceeded the target IOPS with latency less than 20 msec.
Table 11 lists the Jetstress parameters used in this test.

Table 11. Jetstress Parameters

<table>
<thead>
<tr>
<th>Jetstress Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of mailboxes per host</td>
<td>8,000</td>
</tr>
<tr>
<td>Mailbox size</td>
<td>1 GB</td>
</tr>
<tr>
<td>Number of users per database</td>
<td>1,333</td>
</tr>
<tr>
<td>IOPS/mailbox</td>
<td>0.12</td>
</tr>
<tr>
<td>Number of databases per host</td>
<td>6</td>
</tr>
<tr>
<td>Number of copies per database</td>
<td>2</td>
</tr>
<tr>
<td>Thread count</td>
<td>7</td>
</tr>
<tr>
<td>Duration</td>
<td>8 hours</td>
</tr>
</tbody>
</table>

**Verify Peak Load Performance**

Microsoft Exchange Load Generator introduces various types of workloads into a non-production Exchange environment to benchmark, pre-deployment validate, and stress test. This tool simulates the delivery of multiple MAPI client messaging requests to an Exchange server.

To simulate the delivery of these messaging requests, run Exchange Load Generator tests on client computers. These tests send multiple messaging requests to the Exchange server, which causes a mail load.

These are the two objectives:

- The first objective tested system performance while **simulating a peak load on both data centers**. Each data center has 24,000 mailboxes. A total of 48,000 mailboxes ran simultaneously on both data centers for eight hours.

- The second objective tested system performance during a **DAG failover test**. All 48,000 mailboxes ran a peak load simultaneously on the primary data center with the secondary data center offline for eight hours.

Table 12 lists the Load Generator parameters used in these tests.

Table 12. Load Generator Parameters

<table>
<thead>
<tr>
<th>Load Generator Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of mailboxes</td>
<td>48,000</td>
</tr>
<tr>
<td>Number of users per database</td>
<td>1,333</td>
</tr>
<tr>
<td>Number of active database per host</td>
<td>3</td>
</tr>
<tr>
<td>Client Type</td>
<td>Outlook 2007 Online</td>
</tr>
<tr>
<td>Action Profile</td>
<td>Outlook 100</td>
</tr>
<tr>
<td>Mailbox Profile</td>
<td>1 GB</td>
</tr>
<tr>
<td>Duration</td>
<td>8 hours</td>
</tr>
</tbody>
</table>
Test Results

These are the Jetstress and Load Generator test results from the Hitachi Data Systems laboratory.

Verify Achieved IOPS Meets Target IOPS: Disk Subsystem Performance

All tests passed without errors. Table 13 and Table 14 show the detailed Jetstress disk subsystem throughput test results for 12 servers.

Table 13. Jetstress Disk Subsystem Performance Results

<table>
<thead>
<tr>
<th>Host</th>
<th>DB</th>
<th>I/O DB Reads Average Latency (msec)</th>
<th>I/O DB Writes Average Latency (msec)</th>
<th>I/O DB Reads/sec</th>
<th>I/O DB Writes/sec</th>
<th>I/O Log Writes Average Latency (msec)</th>
<th>I/O Log Writes/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBX1</td>
<td>1</td>
<td>17.232</td>
<td>1.673</td>
<td>113.742</td>
<td>67.257</td>
<td>0.527</td>
<td>55.872</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>17.522</td>
<td>1.731</td>
<td>113.571</td>
<td>67.126</td>
<td>0.545</td>
<td>55.819</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>17.522</td>
<td>1.816</td>
<td>113.343</td>
<td>67.022</td>
<td>0.557</td>
<td>55.844</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>14.770</td>
<td>1.931</td>
<td>113.441</td>
<td>67.115</td>
<td>0.524</td>
<td>55.734</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>14.861</td>
<td>2.132</td>
<td>114.067</td>
<td>67.569</td>
<td>0.510</td>
<td>56.002</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>14.690</td>
<td>2.240</td>
<td>113.668</td>
<td>67.321</td>
<td>0.571</td>
<td>55.344</td>
</tr>
<tr>
<td>MBX2</td>
<td>7</td>
<td>17.394</td>
<td>1.588</td>
<td>113.052</td>
<td>67.465</td>
<td>0.500</td>
<td>56.048</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>17.782</td>
<td>1.735</td>
<td>113.517</td>
<td>67.728</td>
<td>0.487</td>
<td>56.554</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>17.849</td>
<td>1.932</td>
<td>112.950</td>
<td>67.295</td>
<td>0.466</td>
<td>56.310</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>14.957</td>
<td>2.066</td>
<td>112.605</td>
<td>67.196</td>
<td>0.480</td>
<td>55.720</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>14.953</td>
<td>2.285</td>
<td>113.133</td>
<td>67.556</td>
<td>0.494</td>
<td>55.969</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>15.011</td>
<td>2.469</td>
<td>113.559</td>
<td>67.834</td>
<td>0.456</td>
<td>56.297</td>
</tr>
<tr>
<td>MBX3</td>
<td>13</td>
<td>15.063</td>
<td>1.913</td>
<td>110.845</td>
<td>66.288</td>
<td>0.547</td>
<td>54.621</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>14.942</td>
<td>2.011</td>
<td>110.383</td>
<td>66.579</td>
<td>0.505</td>
<td>54.919</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>18.095</td>
<td>2.043</td>
<td>111.138</td>
<td>66.083</td>
<td>0.514</td>
<td>55.112</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>18.247</td>
<td>2.432</td>
<td>111.455</td>
<td>66.384</td>
<td>0.455</td>
<td>55.443</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>18.005</td>
<td>2.523</td>
<td>111.477</td>
<td>66.378</td>
<td>0.530</td>
<td>55.253</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>15.069</td>
<td>2.735</td>
<td>110.715</td>
<td>66.782</td>
<td>0.462</td>
<td>55.217</td>
</tr>
<tr>
<td>MBX4</td>
<td>19</td>
<td>18.612</td>
<td>1.790</td>
<td>110.527</td>
<td>65.876</td>
<td>0.607</td>
<td>54.334</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>14.781</td>
<td>2.372</td>
<td>110.317</td>
<td>65.875</td>
<td>0.589</td>
<td>54.145</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>17.825</td>
<td>2.766</td>
<td>110.440</td>
<td>65.823</td>
<td>0.612</td>
<td>54.229</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>14.832</td>
<td>2.777</td>
<td>110.404</td>
<td>65.897</td>
<td>0.507</td>
<td>54.568</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>17.672</td>
<td>3.050</td>
<td>110.658</td>
<td>66.005</td>
<td>0.624</td>
<td>54.438</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>13.985</td>
<td>3.184</td>
<td>110.983</td>
<td>66.318</td>
<td>0.529</td>
<td>54.744</td>
</tr>
</tbody>
</table>
Table 13. Jetstress Disk Subsystem Performance Results (Continued)

<table>
<thead>
<tr>
<th>Host</th>
<th>DB</th>
<th>I/O DB Reads Average Latency (msec)</th>
<th>I/O DB Writes Average Latency (msec)</th>
<th>I/O DB Reads/sec</th>
<th>I/O DB Writes/sec</th>
<th>I/O Log Writes Average Latency (msec)</th>
<th>I/O Log Writes/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBX5</td>
<td>25</td>
<td>19.696</td>
<td>1.663</td>
<td>110.475</td>
<td>65.973</td>
<td>0.535</td>
<td>54.964</td>
</tr>
<tr>
<td></td>
<td>26</td>
<td>14.782</td>
<td>2.106</td>
<td>110.064</td>
<td>65.916</td>
<td>0.557</td>
<td>54.578</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>17.768</td>
<td>2.365</td>
<td>110.280</td>
<td>65.877</td>
<td>0.542</td>
<td>54.518</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>14.776</td>
<td>2.771</td>
<td>110.512</td>
<td>66.055</td>
<td>0.519</td>
<td>54.665</td>
</tr>
<tr>
<td></td>
<td>29</td>
<td>14.900</td>
<td>3.331</td>
<td>110.808</td>
<td>66.345</td>
<td>0.572</td>
<td>54.747</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>17.873</td>
<td>3.684</td>
<td>109.680</td>
<td>65.512</td>
<td>0.572</td>
<td>54.022</td>
</tr>
<tr>
<td>MBX6</td>
<td>31</td>
<td>17.863</td>
<td>1.868</td>
<td>113.392</td>
<td>67.059</td>
<td>0.687</td>
<td>54.978</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>14.965</td>
<td>2.044</td>
<td>113.163</td>
<td>67.119</td>
<td>0.589</td>
<td>55.327</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>17.804</td>
<td>2.293</td>
<td>113.424</td>
<td>67.126</td>
<td>0.664</td>
<td>55.003</td>
</tr>
<tr>
<td></td>
<td>34</td>
<td>14.854</td>
<td>2.825</td>
<td>113.952</td>
<td>67.626</td>
<td>0.641</td>
<td>55.202</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>17.790</td>
<td>3.314</td>
<td>113.122</td>
<td>67.031</td>
<td>0.602</td>
<td>55.470</td>
</tr>
<tr>
<td></td>
<td>36</td>
<td>14.900</td>
<td>3.684</td>
<td>112.897</td>
<td>66.896</td>
<td>0.591</td>
<td>54.966</td>
</tr>
<tr>
<td>MBX7</td>
<td>37</td>
<td>16.221</td>
<td>1.778</td>
<td>127.661</td>
<td>75.479</td>
<td>0.522</td>
<td>62.388</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>14.729</td>
<td>1.904</td>
<td>128.041</td>
<td>75.575</td>
<td>0.556</td>
<td>62.164</td>
</tr>
<tr>
<td></td>
<td>39</td>
<td>14.672</td>
<td>2.444</td>
<td>128.265</td>
<td>75.964</td>
<td>0.540</td>
<td>62.310</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>15.152</td>
<td>2.937</td>
<td>127.805</td>
<td>75.600</td>
<td>0.531</td>
<td>62.126</td>
</tr>
<tr>
<td></td>
<td>41</td>
<td>14.597</td>
<td>3.372</td>
<td>127.829</td>
<td>75.605</td>
<td>0.534</td>
<td>62.186</td>
</tr>
<tr>
<td></td>
<td>42</td>
<td>15.085</td>
<td>3.824</td>
<td>128.005</td>
<td>75.748</td>
<td>0.535</td>
<td>62.257</td>
</tr>
<tr>
<td>MBX8</td>
<td>43</td>
<td>16.389</td>
<td>1.818</td>
<td>126.923</td>
<td>74.841</td>
<td>0.533</td>
<td>61.835</td>
</tr>
<tr>
<td></td>
<td>44</td>
<td>14.717</td>
<td>1.987</td>
<td>127.235</td>
<td>75.044</td>
<td>0.562</td>
<td>61.751</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>14.668</td>
<td>2.414</td>
<td>126.647</td>
<td>74.683</td>
<td>0.552</td>
<td>61.216</td>
</tr>
<tr>
<td></td>
<td>46</td>
<td>15.166</td>
<td>2.884</td>
<td>126.577</td>
<td>74.682</td>
<td>0.526</td>
<td>61.778</td>
</tr>
<tr>
<td></td>
<td>47</td>
<td>14.756</td>
<td>3.447</td>
<td>127.381</td>
<td>75.165</td>
<td>0.538</td>
<td>61.772</td>
</tr>
<tr>
<td></td>
<td>48</td>
<td>15.166</td>
<td>3.852</td>
<td>126.691</td>
<td>74.668</td>
<td>0.515</td>
<td>61.419</td>
</tr>
<tr>
<td>MBX9</td>
<td>49</td>
<td>15.712</td>
<td>1.922</td>
<td>127.520</td>
<td>75.205</td>
<td>0.551</td>
<td>61.895</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>14.729</td>
<td>2.224</td>
<td>128.040</td>
<td>75.539</td>
<td>0.547</td>
<td>61.942</td>
</tr>
<tr>
<td></td>
<td>51</td>
<td>15.007</td>
<td>2.358</td>
<td>128.289</td>
<td>75.681</td>
<td>0.521</td>
<td>62.103</td>
</tr>
<tr>
<td></td>
<td>52</td>
<td>15.027</td>
<td>2.669</td>
<td>128.229</td>
<td>75.620</td>
<td>0.524</td>
<td>61.994</td>
</tr>
<tr>
<td></td>
<td>53</td>
<td>14.586</td>
<td>3.197</td>
<td>127.635</td>
<td>75.214</td>
<td>0.551</td>
<td>61.456</td>
</tr>
<tr>
<td></td>
<td>54</td>
<td>15.094</td>
<td>3.549</td>
<td>128.402</td>
<td>75.725</td>
<td>0.535</td>
<td>62.350</td>
</tr>
</tbody>
</table>
### Table 13. Jetstress Disk Subsystem Performance Results (Continued)

<table>
<thead>
<tr>
<th>Host</th>
<th>DB</th>
<th>I/O DB Reads Average Latency (msec)</th>
<th>I/O DB Writes Average Latency (msec)</th>
<th>I/O DB Reads/sec</th>
<th>I/O DB Writes/sec</th>
<th>I/O DB Reads Average Latency (msec)</th>
<th>I/O DB Writes Average Latency (msec)</th>
<th>Test Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBX10</td>
<td>55</td>
<td>16.656</td>
<td>1.945</td>
<td>125.213</td>
<td>74.744</td>
<td>0.700</td>
<td>60.717</td>
<td>Passed</td>
</tr>
<tr>
<td></td>
<td>56</td>
<td>14.599</td>
<td>2.067</td>
<td>125.242</td>
<td>74.782</td>
<td>0.597</td>
<td>61.026</td>
<td>Passed</td>
</tr>
<tr>
<td></td>
<td>57</td>
<td>15.254</td>
<td>2.480</td>
<td>125.483</td>
<td>75.067</td>
<td>0.645</td>
<td>61.044</td>
<td>Passed</td>
</tr>
<tr>
<td></td>
<td>58</td>
<td>14.599</td>
<td>2.857</td>
<td>125.140</td>
<td>74.826</td>
<td>0.660</td>
<td>60.766</td>
<td>Passed</td>
</tr>
<tr>
<td></td>
<td>59</td>
<td>14.712</td>
<td>3.287</td>
<td>124.743</td>
<td>74.616</td>
<td>0.675</td>
<td>60.621</td>
<td>Passed</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>15.305</td>
<td>3.722</td>
<td>125.339</td>
<td>74.853</td>
<td>0.632</td>
<td>60.751</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX11</td>
<td>61</td>
<td>14.501</td>
<td>1.794</td>
<td>127.580</td>
<td>74.933</td>
<td>0.566</td>
<td>61.522</td>
<td>Passed</td>
</tr>
<tr>
<td></td>
<td>62</td>
<td>14.983</td>
<td>2.013</td>
<td>127.747</td>
<td>75.026</td>
<td>0.560</td>
<td>61.619</td>
<td>Passed</td>
</tr>
<tr>
<td></td>
<td>63</td>
<td>15.381</td>
<td>2.399</td>
<td>127.630</td>
<td>74.933</td>
<td>0.619</td>
<td>61.372</td>
<td>Passed</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>15.061</td>
<td>2.800</td>
<td>128.127</td>
<td>75.273</td>
<td>0.551</td>
<td>61.738</td>
<td>Passed</td>
</tr>
<tr>
<td></td>
<td>65</td>
<td>14.916</td>
<td>3.364</td>
<td>127.152</td>
<td>74.654</td>
<td>0.630</td>
<td>61.034</td>
<td>Passed</td>
</tr>
<tr>
<td></td>
<td>66</td>
<td>15.198</td>
<td>3.743</td>
<td>127.618</td>
<td>74.933</td>
<td>0.576</td>
<td>61.626</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX12</td>
<td>67</td>
<td>13.908</td>
<td>1.690</td>
<td>128.759</td>
<td>75.867</td>
<td>0.567</td>
<td>62.080</td>
<td>Passed</td>
</tr>
<tr>
<td></td>
<td>68</td>
<td>15.258</td>
<td>1.989</td>
<td>128.309</td>
<td>75.550</td>
<td>0.574</td>
<td>62.116</td>
<td>Passed</td>
</tr>
<tr>
<td></td>
<td>69</td>
<td>15.276</td>
<td>2.483</td>
<td>128.245</td>
<td>75.524</td>
<td>0.585</td>
<td>62.092</td>
<td>Passed</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>14.894</td>
<td>2.897</td>
<td>128.540</td>
<td>75.787</td>
<td>0.520</td>
<td>62.362</td>
<td>Passed</td>
</tr>
<tr>
<td></td>
<td>71</td>
<td>15.215</td>
<td>3.388</td>
<td>128.535</td>
<td>75.739</td>
<td>0.564</td>
<td>62.198</td>
<td>Passed</td>
</tr>
<tr>
<td></td>
<td>72</td>
<td>14.798</td>
<td>3.888</td>
<td>128.950</td>
<td>76.008</td>
<td>0.627</td>
<td>62.224</td>
<td>Passed</td>
</tr>
</tbody>
</table>

### Table 14. Jetstress Disk Subsystem Performance Targeted and Achieved Results

<table>
<thead>
<tr>
<th>Host</th>
<th>Target Transactional IOPS</th>
<th>Achieved Transactional IOPS</th>
<th>Test Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBX1</td>
<td>960</td>
<td>1085</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX2</td>
<td>960</td>
<td>1083</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX3</td>
<td>960</td>
<td>1064</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX4</td>
<td>960</td>
<td>1059</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX5</td>
<td>960</td>
<td>1057</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX6</td>
<td>960</td>
<td>1082</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX7</td>
<td>960</td>
<td>1221</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX8</td>
<td>960</td>
<td>1210</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX9</td>
<td>960</td>
<td>1221</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX10</td>
<td>960</td>
<td>1200</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX11</td>
<td>960</td>
<td>1215</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX12</td>
<td>960</td>
<td>1225</td>
<td>Passed</td>
</tr>
</tbody>
</table>
Verify Achieved IOPS Meets Target IOPS: Exchange Mailbox Profile

All tests passed without errors. Table 15 and Table 16 show the detailed Jetstress Exchange mailbox profile test results for 12 servers.

Table 15. Jetstress Exchange Mailbox Profile Results

<table>
<thead>
<tr>
<th>Host</th>
<th>DB</th>
<th>I/O DB Reads Average Latency (msec)</th>
<th>I/O DB Writes Average Latency (msec)</th>
<th>I/O DB Reads/sec</th>
<th>I/O DB Writes/sec</th>
<th>I/O Log Writes Average Latency (msec)</th>
<th>I/O Log Writes/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBX1</td>
<td>1</td>
<td>17.470</td>
<td>1.705</td>
<td>112.972</td>
<td>69.073</td>
<td>0.538</td>
<td>56.476</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>17.740</td>
<td>1.769</td>
<td>114.336</td>
<td>69.916</td>
<td>0.557</td>
<td>56.832</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>17.726</td>
<td>1.846</td>
<td>113.397</td>
<td>69.373</td>
<td>0.569</td>
<td>56.254</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>14.617</td>
<td>1.976</td>
<td>113.613</td>
<td>67.754</td>
<td>0.525</td>
<td>56.141</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>14.667</td>
<td>2.179</td>
<td>113.501</td>
<td>67.749</td>
<td>0.509</td>
<td>56.072</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>14.701</td>
<td>2.296</td>
<td>113.153</td>
<td>67.494</td>
<td>0.571</td>
<td>55.592</td>
</tr>
<tr>
<td>MBX2</td>
<td>7</td>
<td>17.679</td>
<td>1.626</td>
<td>111.433</td>
<td>67.252</td>
<td>0.501</td>
<td>55.576</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>18.110</td>
<td>1.738</td>
<td>111.028</td>
<td>66.699</td>
<td>0.479</td>
<td>55.520</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>18.241</td>
<td>1.930</td>
<td>111.984</td>
<td>67.096</td>
<td>0.459</td>
<td>55.887</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>14.942</td>
<td>2.042</td>
<td>111.522</td>
<td>66.622</td>
<td>0.471</td>
<td>55.314</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>14.995</td>
<td>2.258</td>
<td>111.698</td>
<td>66.737</td>
<td>0.487</td>
<td>55.526</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>15.007</td>
<td>2.448</td>
<td>111.852</td>
<td>66.842</td>
<td>0.451</td>
<td>55.570</td>
</tr>
<tr>
<td>MBX3</td>
<td>13</td>
<td>14.958</td>
<td>1.930</td>
<td>109.515</td>
<td>65.763</td>
<td>0.548</td>
<td>54.283</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>14.839</td>
<td>2.000</td>
<td>108.960</td>
<td>65.391</td>
<td>0.500</td>
<td>54.463</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>18.298</td>
<td>2.041</td>
<td>109.541</td>
<td>65.667</td>
<td>0.522</td>
<td>54.767</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>18.517</td>
<td>2.406</td>
<td>110.216</td>
<td>66.045</td>
<td>0.456</td>
<td>55.285</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>18.355</td>
<td>2.518</td>
<td>110.219</td>
<td>66.081</td>
<td>0.533</td>
<td>54.986</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>14.967</td>
<td>2.731</td>
<td>109.932</td>
<td>66.005</td>
<td>0.457</td>
<td>55.085</td>
</tr>
<tr>
<td>MBX4</td>
<td>19</td>
<td>18.883</td>
<td>1.812</td>
<td>109.880</td>
<td>65.840</td>
<td>0.604</td>
<td>54.261</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>14.749</td>
<td>2.407</td>
<td>108.859</td>
<td>65.285</td>
<td>0.586</td>
<td>53.693</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>18.118</td>
<td>2.804</td>
<td>109.009</td>
<td>66.391</td>
<td>0.617</td>
<td>54.075</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>14.813</td>
<td>2.815</td>
<td>109.095</td>
<td>65.475</td>
<td>0.507</td>
<td>54.278</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>17.993</td>
<td>3.067</td>
<td>109.196</td>
<td>65.435</td>
<td>0.626</td>
<td>53.966</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>13.929</td>
<td>3.208</td>
<td>109.166</td>
<td>65.494</td>
<td>0.524</td>
<td>53.934</td>
</tr>
<tr>
<td>MBX5</td>
<td>25</td>
<td>19.735</td>
<td>1.673</td>
<td>110.129</td>
<td>65.806</td>
<td>0.532</td>
<td>54.911</td>
</tr>
<tr>
<td></td>
<td>26</td>
<td>14.787</td>
<td>2.113</td>
<td>109.065</td>
<td>65.309</td>
<td>0.555</td>
<td>53.960</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>18.054</td>
<td>2.371</td>
<td>109.077</td>
<td>66.215</td>
<td>0.547</td>
<td>54.350</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>14.787</td>
<td>2.784</td>
<td>110.400</td>
<td>66.196</td>
<td>0.520</td>
<td>54.659</td>
</tr>
<tr>
<td></td>
<td>29</td>
<td>14.934</td>
<td>3.319</td>
<td>109.151</td>
<td>65.377</td>
<td>0.568</td>
<td>53.702</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>18.128</td>
<td>3.673</td>
<td>109.085</td>
<td>66.124</td>
<td>0.577</td>
<td>54.064</td>
</tr>
</tbody>
</table>
Table 15. Jetstress Exchange Mailbox Profile Results (Continued)

<table>
<thead>
<tr>
<th>Host</th>
<th>DB</th>
<th>I/O DB Reads Average Latency (msec)</th>
<th>I/O DB Writes Average Latency (msec)</th>
<th>I/O DB Reads/sec</th>
<th>I/O DB Writes/sec</th>
<th>I/O Log Writes Average Latency (msec)</th>
<th>I/O Log Writes/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBX6</td>
<td>31</td>
<td>18.105</td>
<td>1.821</td>
<td>111.955</td>
<td>66.655</td>
<td>0.713</td>
<td>54.295</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>14.944</td>
<td>2.033</td>
<td>111.873</td>
<td>66.643</td>
<td>0.611</td>
<td>54.614</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>18.060</td>
<td>2.291</td>
<td>111.764</td>
<td>66.593</td>
<td>0.695</td>
<td>54.346</td>
</tr>
<tr>
<td></td>
<td>34</td>
<td>14.861</td>
<td>2.813</td>
<td>111.792</td>
<td>66.708</td>
<td>0.668</td>
<td>54.235</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>18.169</td>
<td>3.302</td>
<td>111.596</td>
<td>66.524</td>
<td>0.623</td>
<td>54.629</td>
</tr>
<tr>
<td></td>
<td>36</td>
<td>14.922</td>
<td>3.668</td>
<td>111.832</td>
<td>66.845</td>
<td>0.615</td>
<td>54.354</td>
</tr>
<tr>
<td>MBX7</td>
<td>37</td>
<td>16.319</td>
<td>1.785</td>
<td>128.240</td>
<td>75.561</td>
<td>0.520</td>
<td>62.237</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>14.773</td>
<td>1.901</td>
<td>127.345</td>
<td>75.151</td>
<td>0.552</td>
<td>61.741</td>
</tr>
<tr>
<td></td>
<td>39</td>
<td>14.673</td>
<td>2.450</td>
<td>127.396</td>
<td>75.140</td>
<td>0.541</td>
<td>61.562</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>15.291</td>
<td>2.933</td>
<td>127.422</td>
<td>75.076</td>
<td>0.529</td>
<td>61.833</td>
</tr>
<tr>
<td></td>
<td>41</td>
<td>14.622</td>
<td>3.367</td>
<td>127.086</td>
<td>74.943</td>
<td>0.529</td>
<td>61.963</td>
</tr>
<tr>
<td></td>
<td>42</td>
<td>15.307</td>
<td>3.825</td>
<td>127.381</td>
<td>75.146</td>
<td>0.537</td>
<td>61.946</td>
</tr>
<tr>
<td>MBX8</td>
<td>43</td>
<td>16.462</td>
<td>1.842</td>
<td>127.521</td>
<td>75.490</td>
<td>0.532</td>
<td>62.108</td>
</tr>
<tr>
<td></td>
<td>44</td>
<td>14.708</td>
<td>2.004</td>
<td>126.902</td>
<td>75.190</td>
<td>0.560</td>
<td>61.721</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>14.687</td>
<td>2.417</td>
<td>126.952</td>
<td>75.219</td>
<td>0.550</td>
<td>61.457</td>
</tr>
<tr>
<td></td>
<td>46</td>
<td>15.276</td>
<td>2.890</td>
<td>127.554</td>
<td>75.579</td>
<td>0.525</td>
<td>62.171</td>
</tr>
<tr>
<td></td>
<td>47</td>
<td>14.721</td>
<td>3.461</td>
<td>127.010</td>
<td>75.265</td>
<td>0.538</td>
<td>61.789</td>
</tr>
<tr>
<td></td>
<td>48</td>
<td>15.255</td>
<td>3.851</td>
<td>126.792</td>
<td>75.161</td>
<td>0.513</td>
<td>61.938</td>
</tr>
<tr>
<td>MBX9</td>
<td>49</td>
<td>15.722</td>
<td>1.935</td>
<td>127.681</td>
<td>75.233</td>
<td>0.552</td>
<td>61.632</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>14.758</td>
<td>2.229</td>
<td>126.601</td>
<td>74.572</td>
<td>0.545</td>
<td>61.154</td>
</tr>
<tr>
<td></td>
<td>51</td>
<td>15.109</td>
<td>2.376</td>
<td>127.818</td>
<td>75.357</td>
<td>0.520</td>
<td>61.801</td>
</tr>
<tr>
<td></td>
<td>52</td>
<td>15.122</td>
<td>2.661</td>
<td>127.411</td>
<td>75.077</td>
<td>0.526</td>
<td>61.849</td>
</tr>
<tr>
<td></td>
<td>53</td>
<td>14.609</td>
<td>3.180</td>
<td>127.697</td>
<td>75.310</td>
<td>0.550</td>
<td>61.647</td>
</tr>
<tr>
<td></td>
<td>54</td>
<td>15.318</td>
<td>3.518</td>
<td>127.875</td>
<td>75.371</td>
<td>0.539</td>
<td>61.636</td>
</tr>
<tr>
<td>MBX10</td>
<td>55</td>
<td>16.771</td>
<td>1.858</td>
<td>124.082</td>
<td>74.550</td>
<td>0.723</td>
<td>60.240</td>
</tr>
<tr>
<td></td>
<td>56</td>
<td>14.577</td>
<td>2.004</td>
<td>124.068</td>
<td>74.647</td>
<td>0.635</td>
<td>60.360</td>
</tr>
<tr>
<td></td>
<td>57</td>
<td>15.312</td>
<td>2.428</td>
<td>124.198</td>
<td>74.737</td>
<td>0.665</td>
<td>60.470</td>
</tr>
<tr>
<td></td>
<td>58</td>
<td>14.618</td>
<td>2.815</td>
<td>123.653</td>
<td>74.422</td>
<td>0.684</td>
<td>60.280</td>
</tr>
<tr>
<td></td>
<td>59</td>
<td>14.709</td>
<td>3.240</td>
<td>123.816</td>
<td>74.480</td>
<td>0.700</td>
<td>59.989</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>15.412</td>
<td>3.701</td>
<td>123.695</td>
<td>74.293</td>
<td>0.656</td>
<td>60.109</td>
</tr>
</tbody>
</table>
### Table 15. Jetstress Exchange Mailbox Profile Results (Continued)

<table>
<thead>
<tr>
<th>Host</th>
<th>DB</th>
<th>I/O DB Reads Average Latency (msec)</th>
<th>I/O DB Writes Average Latency (msec)</th>
<th>I/O DB Reads/sec</th>
<th>I/O DB Writes/sec</th>
<th>I/O Log Writes Average Latency (msec)</th>
<th>I/O Log Writes/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBX11</td>
<td>61</td>
<td>14.446</td>
<td>1.814</td>
<td>128.084</td>
<td>75.724</td>
<td>0.564</td>
<td>62.072</td>
</tr>
<tr>
<td></td>
<td>62</td>
<td>14.874</td>
<td>2.046</td>
<td>127.599</td>
<td>75.382</td>
<td>0.562</td>
<td>61.930</td>
</tr>
<tr>
<td></td>
<td>63</td>
<td>15.373</td>
<td>2.435</td>
<td>128.749</td>
<td>76.128</td>
<td>0.621</td>
<td>61.987</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>15.114</td>
<td>2.853</td>
<td>127.468</td>
<td>75.320</td>
<td>0.552</td>
<td>61.835</td>
</tr>
<tr>
<td></td>
<td>65</td>
<td>14.836</td>
<td>3.397</td>
<td>128.394</td>
<td>75.830</td>
<td>0.635</td>
<td>61.770</td>
</tr>
<tr>
<td></td>
<td>66</td>
<td>15.340</td>
<td>3.785</td>
<td>127.917</td>
<td>75.577</td>
<td>0.571</td>
<td>62.020</td>
</tr>
<tr>
<td>MBX12</td>
<td>67</td>
<td>13.842</td>
<td>1.689</td>
<td>128.722</td>
<td>76.205</td>
<td>0.558</td>
<td>62.580</td>
</tr>
<tr>
<td></td>
<td>68</td>
<td>15.318</td>
<td>1.998</td>
<td>128.280</td>
<td>75.885</td>
<td>0.565</td>
<td>62.256</td>
</tr>
<tr>
<td></td>
<td>69</td>
<td>15.313</td>
<td>2.508</td>
<td>128.581</td>
<td>76.046</td>
<td>0.580</td>
<td>62.678</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>14.748</td>
<td>2.904</td>
<td>128.479</td>
<td>75.997</td>
<td>0.514</td>
<td>62.546</td>
</tr>
<tr>
<td></td>
<td>71</td>
<td>15.228</td>
<td>3.414</td>
<td>128.503</td>
<td>76.013</td>
<td>0.559</td>
<td>62.593</td>
</tr>
<tr>
<td></td>
<td>72</td>
<td>14.743</td>
<td>3.922</td>
<td>128.308</td>
<td>75.939</td>
<td>0.624</td>
<td>62.322</td>
</tr>
</tbody>
</table>

### Table 16. Jetstress Exchange Mailbox Profile Targeted and Achieved Results

<table>
<thead>
<tr>
<th>Host</th>
<th>Target Transactional IOPS</th>
<th>Achieved Transactional IOPS</th>
<th>Test Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBX1</td>
<td>960</td>
<td>1092</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX2</td>
<td>960</td>
<td>1070</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX3</td>
<td>960</td>
<td>1053</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX4</td>
<td>960</td>
<td>1049</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX5</td>
<td>960</td>
<td>1051</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX6</td>
<td>960</td>
<td>1070</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX7</td>
<td>960</td>
<td>1215</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX8</td>
<td>960</td>
<td>1214</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX9</td>
<td>960</td>
<td>1216</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX10</td>
<td>960</td>
<td>1190</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX11</td>
<td>960</td>
<td>1222</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX12</td>
<td>960</td>
<td>1226</td>
<td>Passed</td>
</tr>
</tbody>
</table>
Verify Peak Load Performance: System Performance while Simulating a Peak Load on Both Data Centers

All 48,000 mailboxes were simulated on 12 servers with 4,000 mailboxes per server. All tests passed without any errors with CPU utilization less than 50%. Table 17 shows the detailed test results.

Table 17. Verify Peak Load Performance Peak Load Simulation Targeted and Achieved Results

<table>
<thead>
<tr>
<th>Host</th>
<th>Total Number of Users</th>
<th>Task Exceptions</th>
<th>Test Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBX1</td>
<td>4,000</td>
<td>0</td>
<td>passed</td>
</tr>
<tr>
<td>MBX2</td>
<td>4,000</td>
<td>0</td>
<td>passed</td>
</tr>
<tr>
<td>MBX3</td>
<td>4,000</td>
<td>0</td>
<td>passed</td>
</tr>
<tr>
<td>MBX4</td>
<td>4,000</td>
<td>0</td>
<td>passed</td>
</tr>
<tr>
<td>MBX5</td>
<td>4,000</td>
<td>0</td>
<td>passed</td>
</tr>
<tr>
<td>MBX6</td>
<td>4,000</td>
<td>0</td>
<td>passed</td>
</tr>
<tr>
<td>MBX7</td>
<td>4,000</td>
<td>0</td>
<td>passed</td>
</tr>
<tr>
<td>MBX8</td>
<td>4,000</td>
<td>0</td>
<td>passed</td>
</tr>
<tr>
<td>MBX9</td>
<td>4,000</td>
<td>0</td>
<td>passed</td>
</tr>
<tr>
<td>MBX10</td>
<td>4,000</td>
<td>0</td>
<td>passed</td>
</tr>
<tr>
<td>MBX11</td>
<td>4,000</td>
<td>0</td>
<td>passed</td>
</tr>
<tr>
<td>MBX12</td>
<td>4,000</td>
<td>0</td>
<td>passed</td>
</tr>
</tbody>
</table>

Verify Peak Load Performance: DAG Failover Test

Secondary data center was powered off to simulate an outage. All 48,000 mailboxes were activated on six servers with 8,000 mailboxes per server. All tests passed without any errors with CPU utilization less than 65%. Table 18 shows the test results.

Table 18. Verify Peak Load Performance Peak Load DAG Failover Test Results

<table>
<thead>
<tr>
<th>Host</th>
<th>Total Number of Users</th>
<th>Task Exceptions</th>
<th>Test Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBX1</td>
<td>8,000</td>
<td>0</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX2</td>
<td>8,000</td>
<td>0</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX3</td>
<td>8,000</td>
<td>0</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX4</td>
<td>8,000</td>
<td>0</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX5</td>
<td>8,000</td>
<td>0</td>
<td>Passed</td>
</tr>
<tr>
<td>MBX6</td>
<td>8,000</td>
<td>0</td>
<td>Passed</td>
</tr>
</tbody>
</table>
Conclusion

Testing confirms that this reference architecture delivers the IOPS and capacity requirements needed to support high availability and site resiliency for 48,000 mailboxes on two Hitachi Compute Blade 2000 servers and two Hitachi Unified Storage 150 storage systems.

The solution outlined in this document does not include data protection components or mobile users support. Adding these additional requirements can affect performance and capacity requirements of the underlying storage configuration. When designing your solution, factor these needs into your storage design accordingly.
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Hitachi Data Systems Academy provides best-in-class training on Hitachi products, technology, solutions and certifications. Hitachi Data Systems Academy delivers on-demand web-based training (WBT), classroom-based instructor-led training (ILT) and virtual instructor-led training (vILT) courses. For more information, see the Hitachi Data Systems Services Education website.
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